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Abstract
Vector-field interpolation is a fundamental task in flow simulation and visualization. The common practice is to
interpolate the vector field in a component-wise fashion. When the vector field of interest is solenoidal (divergence-
free), such an approach is not conservative and gives rise to artificial divergence. In this work, we numerically
compare some recently proposed scalar interpolation methods on the Cartesian and body-centered cubic lattices,
and investigate their ability to conserve the solenoidal nature of the vector field. We start with a sampled version of
a synthetic solenoidal vector field and use an interpolative component-wise reconstruction method to approximate
the vector field and its divergence at arbitrary locations. Our results show that an improved scalar interpolation
method does not necessarily lead to a more conservative vector field approximation.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Animation

1. Introduction

Approximating a continuous phenomenon from discrete
measurements is a fundamental task in many scientific vi-
sualization techniques. A quintessential example is volume
visualization, where a sampled scalar dataset is used to ap-
proximate the underlying continuous scalar field via an inter-
polatory model. Of special interest is the case of the Carte-
sian grid as it lends itself to simple yet efficient visualiza-
tion methods that can leverage the texture interpolation ca-
pabilities of modern Graphics Processing Units (GPUs). An-
other important example is flow visualization; approximat-
ing a vector field from discrete grid-based measurements is
at the heart of many flow visualization techniques.

Owing to the popularity and simplicity of scalar interpo-
lation methods, a common practice in flow visualization is
to interpolate each velocity component independently via a
scalar interpolation method. This straightforward treatment
assumes that the components are truly independent. How-
ever, many velocity fields encountered in practice do not
satisfy this requirement. The simulation of incompressible
fluids aims at approximating vector fields that are inherently
solenoidal (divergence-free) [Bri08]. Another example in the
Helmholtz-Hodge decomposition that splits up a vector field

into two parts: one that is divergence-free and one that is
curl-free [BNPB13].

Our main focus in this work is the case of solenoidal
steady three-dimensional vector fields that are measured on a
regular grid. We restrict attention to those types of grids that
can be mathematically described as a lattice. The main ques-
tion we are interested in addressing is as follows: Does an
improved component-wise interpolation technique also lead
to an improved preservation of the solenoidal nature of the
vector field?

It should not come as a surprise that a component-wise
scalar interpolation of a solenoidal vector field does not
guarantee that the resulting interpolating vector field is
solenoidal. One strategy to reduce the artificial divergence
is to improve the scalar interpolation model without increas-
ing the number of measurements. If each component is better
approximated, one would expect the resulting vector field to
exhibit reduced divergence. In essence, the goal of this paper
is to investigate this claim in detail.

We take a quantitative approach that is reminiscent of the
method of manufactured solutions (MMS) [Roa02]. We start
with a synthetic solenoidal vector field (the manufactured so-
lution), sample it on a lattice, and approximate it at arbitrary
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locations by applying a component-wise scalar interpolation
model. By increasing the sampling rate, we can investigate
how the divergence of the interpolated vector field dimin-
ishes. By considering the scalar interpolation error, we also
obtain code verification since the error convergence rate for
scalar interpolation is known.

The remainder of the paper is organized as follows. We
discuss some related work in Section 2. In Section 3, we de-
scribe three fourth-order scalar interpolation methods, one
on the Cartesian grid, and two on the body-centered cubic
(BCC) grid. These methods represent the state-of-the-art in
volume visualization and are described in sufficient detail
so as to make our presentation self-contained. Numerical
results are presented in Section 4. Section 5 concludes the
paper by summarizing key findings and discussing possible
avenues for future investigation.

2. Related Work

Trilinear and tricubic interpolation are the defacto standard
for scalar data interpolation. These approaches are based
on the 1D B-splines and can be efficiently implemented on
modern GPUs [PF05, RT12]. In the past decade, a steady
stream of work has focused on improving scalar data ap-
proximation by switching to non-Cartesian lattices. Owing
to its optimality, the BCC lattice has generated some inter-
est, and approximation approaches have been devised that
make use of non-separable box-splines [EVM08, Kim13],
or variants of the uniform B-splines [CH06, Csé13]. Some
of these approaches have also been examined in the context
of gradient estimation [AMC10, HAM11]. All of these ap-
proaches can be cast into the framework of shift-invariant
spaces which offers a convenient way to quantitatively ana-
lyze them [BU99, Uns00, Ali12].

MMS has its roots in Computational Fluid Dynam-
ics (CFD) [Roa02]. Since numerical techniques are fre-
quently employed in scientific visualization, a recent body
of work has used this method to verify visualization tech-
niques [ESN∗09, KUMY10, EJR∗14].

The problem of constructing divergence-free approxima-
tions of vector-fields has received some attention by re-
searchers in Mathematics and CFD [Han93, Urb01, DP06].
However, within the fields of Computer Graphics and Visu-
alization, we are unaware of any work that makes use of such
techniques. A noteworthy example is the work of Lentine
et al. [LAF11] that proposes a heuristic to conserve mass in
fluid simulations.

3. Method

We begin with formulating the scalar interpolation problem
in general terms, and then present examples of fourth-order
interpolation schemes on the Cartesian cubic (CC) and BCC
lattices.

Let L be the basis matrix of a 3D sampling lattice. Nodes
on the sampling lattice are then given by the product nL,
where n is an integer row-vector. Let f [nL] denote the
sample values of a function f (x). The general interpolation
scheme can be written as:

f (x)≈ f̃ (x) = ∑
n∈Z3

( f ∗q)[nL]ϕ(x−nL), (1)

where ϕ(x) is the reconstruction kernel, and q is the decon-
volution prefilter that makes the scheme interpolating and
is the inverse of the filter obtained by sampling ϕ(x) at the
lattice nodes [Ali12, Chapter 1].

Since we are interested in the divergence of the interpo-
lated vector-field, we take the analytic derivative of the re-
construction kernel:

∂ f̃
∂xi

= ∑
n∈Z3

( f ∗q)[nL] ∂ϕ

∂xi
. (2)

As we treat vector fields in a component-wise fashion, each
component of the vector fields is interpolated as a scalar
field. Therefore, the divergence of the reconstructed field is:

∇ · F̃ =
∂F̃1
∂x1

+
∂F̃2
∂x2

+
∂F̃3
∂x3

. (3)

Combining (2) and (3), the divergence of reconstructed vec-
tor fields can be computed via the partial derivatives of the
reconstruction kernel.

3.1. Cubic B-spline Interpolation

For the CC lattice, the corresponding basis L is the 3× 3
identity matrix I. We choose the tricubic B-spline as the
fourth-order reconstruction kernel ϕ(x). In the spatial do-
main, the tricubic B-spline C(x) is defined as:

C(x) = β
3(x1) ·β3(x2) ·β3(x3) for x= [x1,x2,x3]

T , (4)

which is the tensor product extension of the 1D uniform cu-
bic B-spline kernel:

β
3(t) =


1
2 |t|

3−|t|2 + 2
3 if |t|< 1

− 1
6 |t|

3 + |t|2−2|t|+ 4
3 if 1 < |t| ≤ 2

0 otherwise

. (5)

The tricubic B-spline C(x) has a support size of 64 which
means that upto 64 coefficients contribute to the sum in (1)
when reconstructing the scalar value at an arbitrary location.

The partial derivatives of C(x) are straightforward:

∂C
∂xi

= β
3′(xi)∏

j 6=i
β

3(x j), (6)

and have the same support as C(x).
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3.2. Cosine weighted cubic B-Spline interpolation

The BCC lattice is the optimal 3D sampling lat-
tice [EVM08]. The basis B for an unnormalized BCC lattice
is:

B =
1
2

 −1 1 1
1 −1 1
1 1 −1

 . (7)

Csébfalvi [Csé13] presented a fast and high-quality recon-
struction scheme for the BCC lattice by viewing the lattice
as two interleaving CC lattices. In this scheme, the recon-
struction result is a cosine weighted sum of the interpolation
results on the two interleaving CC lattices. Interpolation in
this scheme is formulated as follows:

f (x)≈ f̃ (x) =W (x) · ∑
n∈Z3

( f ∗q)[n]C(x−n)︸ ︷︷ ︸
B(x)

+(1−W (x)) · ∑
n∈Z3

( f ∗q)[n+h]C(x−n−h),︸ ︷︷ ︸
Bh(x)

(8)

where h = [ 1
2 ,

1
2 ,

1
2 ]

T , C(x) is the tricubic B-spline, B(x)
is the reconstructed function due to the primary CC lattice
and Bh(x) is the reconstructed function due to the secondary
CC lattice. The weight function W (x) depends on a scalar
parameter λ and is defined as:

W (x) =
1
2
+λ

cos(2πx1)+ cos(2πx2)+ cos(2πx3)

6
. (9)

When λ = 1, the resulting scheme is interpolating but when
λ 6= 0, it is not and a non-trivial deconvolution prefilter is
needed. Due to the distributive property of the partial deriva-
tive operator, the partial derivative of each interpolated com-
ponent of the vector field can be seperately calculated on
each CC lattice:

∂ f̃
∂xi

(x) =
∂W
∂xi

(x) ·B(x)+W (x)
∂B
∂xi

(x)

− ∂W
∂xi

(x) ·Bh(x)+(1−W (x))
∂Bh
∂xi

(x).

(10)

Thus, the divergence computation routine for the tricubic B-
spline can be reused to determine the divergence due to the
cosine-weighed scheme. The cosine-weighted scheme (8)
can also be written in the general form (1) to yield a recon-
struction kernel that has a support size of 128 on the nor-
malized (unit density) BCC lattice [Csé13]. This technique
therefore uses twice as many coefficients as the tricubic B-
spline scheme for reconstruction at an arbitrary location.

3.3. Quintic Box Spline Interpolation

As is shown by Entezari et. al [EVM08], box splines are an-
other efficient instrument for BCC lattice interpolation. The

quintic box spline M(x,y,z) is a piecewise quintic polyno-
mial completely supported in a rhombic dodecahedron. Us-
ing constants α := 1/3840, β := 1/1920 and γ := 1/960,
the polynomial expression in the positive octant {x > 0,y >
0,z > 0} is:
in region R1{x+ y < 2},M(x,y,z) =

α(x+ y−4)3(−3xy−5z2 +2x+2y+20z+ x2 + y2−24)

+β(x+ z−2)3(x2−9x−3xz+10y−5y2 +14+11z+ z2)

+β(y+ z−2)3(46−30x− z− y+3zy+5x2− y2− z2)

−γ(x+ y−2)3(x2 + x−3xy−5z2 + y2 + y−6),

in region R2{x+ y > 2,x+ z < 2},M(x,y,z) =

α(x+ y−4)3(−3xy−5z2 +2x+2y+20z+ x2 + y2−24)

−β(x+ z−2)3(−z2−11z+3xz−14+5y2 +9x−10y− x2)

−β(y+ z−2)3(−46+ z+30x+ y−3zy−5x2 + y2 + z2),

in Region R3A{x+ z > 2,y+ z < 2,x− z > 2},M(x,y,z) =

α(x+ y−4)3(−x2 +8x+3xy− y2 +5z2−16−12y),

in region R3B{x+ z > 2,y+ z < 2,x− z < 2},M(x,y,z) =

α(x+ y−4)3(−3xy−5z2 +2x+2y+20z+ x2 + y2−24)

−β(y+ z−2)3(30x+ z−46−3yz+ y−5x2 + y2 + z2),

and in region R4{y+ z > 2},M(x,y,z) =

α(x+ y−4)3(−3xy−5z2 +2x+2y+20z+ x2 + y2−24).

Since the quintic box spline is symmetric, the polynomial
pieces in the remaining octants can be obtained via coordi-
nate sign changes of the above polynomials. By differentiat-
ing these polynomials, the divergence of quintic box spline
interpolated fields can be easily calculated. The quintic box
spline is not an interpolating kernel and a non-trivial decon-
volution prefiltering step is necessary. This reconstruction
scheme is less expensive as compared to the previous two
schemes as it only accesses 32 coefficients for reconstruc-
tion at an arbitrary location.

4. Results and Evaluation

We used the following two smooth solenoidal fields to eval-
uate the interpolation results:

Fa =

sin(2πx)−2πxcos(2πy)
sin(2πy)−2πycos(2πz)
sin(2πz)−2πzcos(2πx)

 , (11)

and

Fb =

−2e−x2−y2−z2
(y− z)

−2e−x2−y2−z2
(z− x)

−2e−x2−y2−z2
(x− y)

 . (12)
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(c) Magnitude error of Fa
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(e) First-Component error of Fb
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(f) Magnitude error of Fb

Figure 1: The divergence evaluation of the two solenoidal fields, with their first-component interpolation error and recon-
structed magnitude error, relative to the number of sampling points. The grid sizes used are, CC: 203,403,803,1603, and BCC:
2×203,2×403,2×803,2×1603. For each plot, the slope of the line segment between the last two data points is indicated.

We sampled each component of these fields within the
unit cube [0,1]3 for interpolation. The sampling lattice is
in accordance with the corresponding interpolation method.
When using the cosine weighted scheme on the BCC lattice,
we set λ = 0.01 as this value leads to better results [Csé13].
For each component, the sample values are prefiltered by ap-
plying the corresponding deconvolution prefilter. This pre-
filtering operation is carried out in the Fourier domain by
using the tensor product fast Fourier transform (FFT) for the
CC lattice, and the BCC FFT [AM09] for the BCC lattice.

We conducted a monte-carlo integration to estimate the L2
divergence error (

∫
∇ · F̃ dx)1/2 within the unit cube. This

is done by computing the divergence — using the method
described in Section 3 — at 100,000 points randomly dis-
tributed inside the unit cube. In addition, we also quantified
the L2-error in the reconstruction of the first component of
each field as well as the L2-magnitude-error between the re-
constructed vector field and the original field. Both measure-
ments are conducted with similar monte-carlo integrations.

As illustrated in Figure 1, the divergence error curves
behave significantly differently from the first-component
(scalar field) error curve, which is similar to the magni-
tude error curve. For Fa, the first-component and magnitude
curves exhibit a fourth-order convergence as expected. The
cosine-weighted scheme converges more slowly as com-
pared to the other two schemes but eventually (as the sam-

pling rate increases) outperforms its competitors. This is in
accordance with the results of Csébfalvi [Csé13]. On the
other hand, the divergence error curves only exhibit a third-
order convergence for the tricubic B-spline and quintic box
spline schemes. The cosine-weighted scheme, despite hav-
ing superior scalar interpolation performance, shows poor
divergence performance. For the range of sampling rates
shown, the divergence curve has not sufficiently converged
indicating that a higher rate is needed to further reduce the
divergence. The field Fb exhibits very similar trends for
the tricubic B-spline and quintic box spline schemes. Ob-
serve that the box spline scheme has a slightly better first-
component curve but a slightly worse divergence curve as
compared to the tricubic B-spline. For the cosine-weighted
scheme, this difference is even more stark: at the highest
sampling rate, it shows the best scalar interpolation perfor-
mance but the worst divergence performance.

In either case, we observe that a better component-wise
scalar interpolation method does not guarantee a commen-
surate reduction in divergence. Our results suggest that the
cosine-weighted scheme, while being suitable for scalar in-
terpolation, is not a good fit for component-wise interpola-
tion of solenoidal vector fields.
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5. Conclusion

We numerically compared three component-wise interpola-
tion methods in the context of approximating solenoidal vec-
tor fields and empirically demonstrated that merely improv-
ing the scalar interpolation accuracy of each component is
not a reasonable strategy to reduce artificial divergence. In
future, we plan to carry out a more thorough divergence er-
ror analysis of component-wise schemes so as to investigate
alternate component-wise approximation schemes that relax
the interpolation requirement in order to reduce artificial di-
vergence. We also plan to study the impact of these improved
schemes on flow visualization and simulation techniques.
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